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abstract: Dispersal has long been recognized as a crucial factor affecting population dynamics. Several studies on long-distance dispersal revealed a peculiarity now widely known as a problem of “fat tail”: instead of the rate of decay in the population density over large distances being described by a normal distribution, which is apparently predicted by the standard diffusion approach, field data often show much lower rates such as exponential or power law. The question as to what are the processes and mechanisms resulting in the fat tail is still largely open. In this note, by introducing the concept of a statistically structured population, we show that a fat-tailed long-distance dispersal is a consequence of the fundamental observation that individuals of the same species are not identical. Fat-tailed dispersal thus appears to be an inherent property of any real population. We show that our theoretical predictions are in good agreement with available data.
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Introduction

Dispersal is a background for many phenomena in ecology (Clobert et al. 2001; Bullock et al. 2002). It is dispersal that makes ecological interactions essentially spatial, and it has been widely recognized that the properties of population dynamics in space and time can be very much different from their nonspatial counterparts.

One peculiarity of dispersal is that, although a large part of the dispersing population would normally remain close by, changing its position in space rather slowly, at the same time some individuals can travel over large distances. Remarkably, although the portion of the individuals involved in the long-distance dispersal is usually small (e.g., a few percent of the whole population), it has been proved that they play a crucial role in population dynamics, for instance, by means of becoming the drivers of a high-rate invasion (Kot et al. 1996; Clark et al. 1998, 2001) or by inducing synchronization between different habitats (Jansen 1995; Blasius and Stone 2000).

A convenient way to quantify dispersal is the dispersal curve that shows the population density distribution as a function of the distance from a point source release. The long-distance dispersal then corresponds to the tail of the curve. Thus, identification of the mechanisms and processes affecting the tail, that is, the rate of population density decay at large distance, is crucial for the understanding of dispersal.

Note that a common definition of dispersal used in population biology is the movement of organisms from the natal site to the site of first reproduction. However, this definition actually mixes together two processes of different origin. In this note, we use a somewhat refined definition of dispersal that only addresses the movement and is not concerned with reproduction; that is, “dispersal is the movement of organisms away from their parent source” (Nathan 2001, p. 481).

The basic concepts and the whole theoretical framework have evolved considerably over the last 2 decades. Earlier studies on population dispersal were almost entirely done in terms of random walks or diffusion (Fisher 1937; Skellam 1951; Okubo 1980), which was shown to be in good agreement with field observations (Okubo and Chiang 1974; Kareiva 1983; Turchin 1998; Jopp 2006). Although it has long been recognized that diffusion may sometimes provide an oversimplified description of individual motion (see Holmes 1993), a diffusion-based approach has been used successfully in many studies in spatial ecology (Holmes et al. 1994; Shigesada and Kawasaki 1997; Okubo and Levin 2001; Cantrell and Cosner 2003; Petrovskii and Li 2006; Malchow et al. 2008).

There have also been growing concerns. One source of criticism of the standard diffusion/random walk approach has been that it predicts a normal distribution of the population density in the case of dispersal from a point source release. Although it is in agreement with some biological
data (see Root and Kareiva 1984), there is also a growing body of evidence showing that the actual distribution can have a fatter tail, with a much lower rate of decay in population density at large distances (Kot et al. 1996; Shi-gesada and Kawasaki 2002; Jopp and Reuter 2005). Correspondingly, recent theoretical studies tend to denounce the random walk framework as inappropriate.

A full and consistent understanding of dispersal scenarios is still lacking, though. More complicated mechanisms, such as the Lévy flights, may provide a proper fitting for some field data (Viswanathan et al. 1996; Marell et al. 2002; Bartumeus et al. 2003; Ramos-Fernandez et al. 2004; Shlesinger 2006; but see also Edwards et al. 2007); however, it remains somewhat puzzling that the standard diffusion is seemingly inappropriate in spite of having been used successfully for so many spatial ecology problems. In this note, we show that it may not be the random walk itself that should be blamed but, instead, an oversimplified description of the dispersing population. The standard diffusion approach to population dispersal implies that all individuals are identical in terms of their dispersive ability. As soon as we take into account the inherent statistical variations of the individual parameters, the random walk approach results in a fat-tailed dispersal curve.

Note that the problem of the dispersal curve’s tail has yet another aspect. Over recent years, many modeling studies have been done on the basis of integral difference equations. To the best of our knowledge, this approach was introduced to ecology by Kot and Schaffer (1986), and it has been growing increasingly popular ever since (Neubert et al. 1995; Kot et al. 1996; Neubert and Caswell 2000; Etienne et al. 2002; Schofield 2002; Fagan et al. 2005), in spite of some hidden potential pitfalls. (Recently, Lutscher and Petrovskii [2008] showed that the form of the integral difference equation is stage specific and may lead to wrong predictions about the population dynamics unless it is made consistent with the type of data collectible in the field.) According to that approach, dispersal is described by a kernel-based equation:

\[ \tilde{n}(R) = \int_{a} k(|R - R'|) n(R') dR', \]

where \( n(R) \) and \( \tilde{n}(R) \) are the initial and the resulting population densities, respectively; \( k(|R - R'|) \) is the dispersal kernel giving the probability density of finding at position \( R' \) an offspring released at position \( R \); and integration is taken over the whole available space. Obviously, here \( k(|R - R'|) \) has the meaning of a dispersal curve from a point source release, and thus an appropriate choice can account for the fat tail of the emerging spatial distribution \( \tilde{n}(R) \).

One problem with this approach is that the idea of an appropriate choice is often empirical when the kernel is simply fitted to relevant data. By now, little attention has been paid to the processes “behind the kernel,” that is, what processes may lead to the formation of a kernel with given properties (but see Skarpaas and Shea 2007; for a review of this issue, see also Jongejans et al. 2008). Our findings reveal one possible mechanism showing that a fat-tailed kernel can appear as a result of a random walk diffusion modulated by inherent statistical variations in the dispersing population.

The note is organized as follows. In “Model,” we quantify the statistical variations of the individual parameters in a given population by introducing a diffusivity distribution function \( \phi \). Having then analyzed a few cases of \( \phi \) with different properties, we show that a fat-tailed spatial distribution is a common result. In “Mechanisms of Diffusivity Distribution,” we make an insight into the “microscopic” properties of individual motion that may lead to different shapes of \( \phi \). In “Comparison with Field Data,” we make a tentative comparison with some available field data. “Discussion and Concluding Remarks” provides a discussion.

Model

The analysis below is done for a general case of population dispersal; however, for convenience of interpretation only, we will talk about dispersal of insects. Let us consider an insect population described by its density \( n(R, t) \), where \( R \) is position and \( t \) is time. We assume that motion of the individuals can be adequately described by random walks. Evolution of the population density is then given by the diffusion equation, and species diffusivity is quantified by the diffusion coefficient \( D \). It should be mentioned here that, in the case of individual diffusive motion, \( D \) gives the rate of the mean square displacement, \( \langle r^2 \rangle = 4Dt \); therefore, \( D \) provides a certain link between the individual- and the population-level description of dispersal.

In order to exclude the impact of specific initial conditions, we consider the case of a single-point release when \( N_0 \) individuals of the given species are set free at the moment \( t = 0 \) at the position \( R = 0 \). We consider dispersal in a two-dimensional space, for example, in a grassland of a field. For the sake of simplicity, we assume that the system is isotropic so that all motion directions are equivalent; that is, dispersal is not affected by wind or an environmental gradient. Using the polar coordinates \( R = (r, \theta) \), where the origin coincides with the release point, we find that the random walk approximation then results in the following Gaussian distribution of the population density over space:
\[ n(R, t) = \frac{N_0}{4\pi D t} \exp \left( -\frac{r^2}{4Dt} \right) \]  

(e.g., see Okubo 1980, 1986; Okubo and Levin 2001).

Equation (2) is obviously based on the assumption that all the individuals of a given population possess equal ability for self-motion so that population dispersal can be described by a single parameter \( D \). In reality, however, it is not so. Most populations are structured with respect to a certain property (see Lomnicki 1988), and that may affect dispersive ability as well. The idea that the deviation of the insect dispersal curve from a normal distribution may appear as a result of a population structure was first explored by Dobzhansky and Wright (1943), who considered dispersal of a population consisting of two ranks, with their dispersal being described by diffusion coefficients \( D_1 \neq D_2 \). The emerging population distribution indeed differs from the normal distribution significantly at small and intermediate distances but has essentially Gaussian large-distance asymptotics. Furthermore, it is straightforward to see that the distribution will have the Gaussian tail for any finite number \( J \) of constituting ranks with different diffusivity \( D_1, \ldots, D_J \).

There exists, however, a different type of population structure that arises simply as a result of immanent statistical variation of individual parameters. Indeed, it is common knowledge that, even within the same cohort, individuals are not identical and the parameters affecting dispersive abilities—such as body weight, length of wings (if any), and so on—can vary significantly. In this case, diffusivity varies continuously, which can be taken into account by introducing a diffusivity distribution function \( \phi(D) \) so that \( \phi(D) dD \) gives the fraction of the population which diffusivity lies between \( D \) and \( D + dD \). Let us denote the corresponding population density as \( n_\phi(r, t) \); then, instead of equation (2) we now have

\[ dn_\phi(r, t) = \frac{N_0 \phi(D)dD}{4\pi Dt} \exp \left( -\frac{r^2}{4Dt} \right) , \]

(3)

where \( \int_0^\infty \phi(D)dD = 1 \).

What is measurable in dispersal experiments is the total population density \( n \), which arises from contributions of all possible ranks:

\[ n(R, t) = \int n_\phi(r, t) dr = \frac{N_0}{4\pi t} \int_0^\infty \frac{1}{D} \exp \left( -\frac{r^2}{4Dt} \right) \phi(D)dD. \]

(4)

Apparently, the resultant total population distribution over space given by \( n(r, t) \) depends on \( \phi(D) \). It is thus clear that the original Gaussian spatial distribution (eq. [2]) of the population density can be modified by the impact of population structure, as given by \( \phi(D) \). Indeed, the larger \( D \) is, the larger the typical dispersal distance of the given rank is; thus, it is intuitively clear that a slower rate of decay in \( \phi(D) \) may result in a slower rate of decay in the population density \( n \).

Now, the question is, what can actually be the properties of \( \phi(D) \)? Perhaps the first semi-intuitive idea about \( \phi(D) \) is that it should be a normal distribution:

\[ \phi(D) = \phi_0(D) = A_0 \exp \left[ -\frac{(D - D_0)^2}{\mu} \right], \]

(5)

where \( A_0 = 1/(\mu \pi^{1/2}) \) is a coefficient, \( D_0 \) is the distribution center, and \( \mu \ll D_0 \) is the half-width. In order to take into account the fact that diffusion is nonnegative, we may additionally define \( \phi(D) = 0 \) for \( D < 0 \), which does not make any essential difference because under condition \( \mu \ll D_0 \), the values of \( \phi \) at \( D < 0 \) are negligibly small anyway.

Having plugged equation (5) into equation (4), we obtain

\[ n(R, t) = \frac{N_0 A_0}{4\pi \sqrt\pi t} \exp \left( -\frac{p^2}{4} \right) \int_0^{\infty} \frac{1}{z} \exp \left( -\frac{p - z^2 + \eta z}{z} \right) dz, \]

(6)

where \( z = D/\mu, p = r^2/(4\mu t) \), and \( \eta = 2D_0/\mu \). In order to calculate the rate of decay of population density \( n \) at large distances, we need to know how \( n \) depends on \( p \). Unfortunately, an exact analytical expression for the integral on the right-hand side of equation (6) is not available. However, it appears possible to obtain an estimate of its behavior for large values of \( p \), which is exactly what we need.

Having applied a relevant asymptotical analysis (for the calculation details, see app. A in the online edition of the American Naturalist), from equation (6) we arrive at the following expression for the population density:

\[ n(R, t) \approx C \times \left( \frac{p}{2} \right)^{-1/3} \exp \left[ -3\left( \frac{p}{2} \right)^{2/3} + \left( \frac{p}{2} \right)^{1/3} \right], \]

(7)

where \( C = [N_0 A_0/(4\pi (3\pi)^{1/2})] \exp (-\eta^2/4) \), which is valid when \( p = r^2/(4\mu t) \gg 1 \); the larger \( p \) is, the higher is its accuracy.

Therefore, from equation (7) we obtain that, for any given moment of time,
which is obviously a fatter tail than that of the Gaussian distribution. A question that immediately arises here is whether this theoretical prediction of a fat-tailed distribution is robust with respect to variations in the properties of function $\phi$. One particular point of concern is that the normal distribution is feasible only under the assumption $\mu \ll D_o$. In a more general case, the following Maxwell-type distribution should be more appropriate:

$$
\phi(D) = A_D D^{k} \exp \left[ -\frac{D^2}{\mu} \right],
$$

where $A_D = 1/(C(k)\mu^{k+1})$ is the scaling factor, $k > 0$ is an auxiliary parameter, and $C(k) = \int_0^\infty z^k \exp (-z^2) dz$ is a numerical coefficient. Note that, although both equations (5) and (9) have Gaussian tails (up to a different preexponential factor) for large values of diffusivity, at small and intermediate $D$, their behavior is significantly different.

Having taken equation (4) together with equation (9) and omitting calculation details, we obtain the large-distance population distribution:

$$
n(R, t) \sim R^{-2/3} \exp \left[ -\frac{3r^{4/3}}{4(\mu t)^{2/3}} \right],
$$

(8)

so that, for any given $t$,

$$
n(R, t) \sim R^{(k-1)/3} \exp \left[ -\frac{3r^{4/3}}{4(\mu t)^{2/3}} \right].
$$

(10)

Remarkably, equation (11) nearly coincides with equation (8), with both of them showing a fatter tail than that of a normal distribution. Note that parameter $k$ affects only the preexponential factor but not the exponent itself.

**Mechanisms of Diffusivity Distribution**

We have shown that the existence of statistical structure in the dispersing population makes the rates of population decay at large distances lower. A question remains, however, as to what are the processes and mechanisms that can possibly result in different diffusivity distributions, that is, in $\phi$ of different shapes. The generic case that we have considered in the previous section is that the large-$D$ asymptotics of function $\phi(D)$ are described by a normal distribution. That seems to be biologically reasonable, but is it the only possible case? We will follow a simple chain of arguments to argue that the situations when $\phi$ has an exponential or a power law rate of decay at large $D$ are not at all exotic. A key to the understanding is the observation that population diffusivity is not a “first-principle” property but actually appears as a result of interplay between various factors affecting individual motion.

To begin with, we recall that microscopic analysis of the random walk (e.g., see Okubo and Levin 2001, p. 13) leads to the following equation for the diffusion coefficient:

$$
D = \frac{l^2}{2\tau},
$$

(12)

where $l$ is length of a separate step and $\tau$ is the time required to make this step. The time-continuous case is reached in the limit $\tau \to 0$ and $l \to 0$, provided the ratio $l^2/\tau$ remains constant. It is clear, however, that the time-discrete random walk with finite values of $l$ and $\tau$ will have properties close to those of the time-continuous diffusion if $l$ and $\tau$ are much smaller compared with, respectively, the temporal and spatial scales of a given dispersal process. Therefore, equation (12) can be used to calculate the distribution function of $D$ if the corresponding information is available on $l$ and/or $\tau$.

**Case 1**

We assume that all insects have trajectories of their motion with the same value of $l$. As for $\tau$, we assume that it can be different for different individuals, which means that a given population is described by a distribution of $\tau$ rather than by a single value.

One could then speculate in what way the distribution of step times $\psi(\tau)$ should be related to a distribution of some more basic individual parameters, such as the body mass. Although detailed consideration of this issue lies beyond the scope of this note, the existence of such relation looks plausible. Indeed, considering, for instance, body mass $m$, a heavier body requires a larger force and a larger energy expense to change the direction of flight. Therefore, it may be expected that heavier individuals would prefer to change direction less often, thus having larger typical values of $\tau$. The simplest case is given by a linear relation between $m$ and $\tau$; assuming that the value of the individual body mass is distributed normally, we arrive at a normal distribution for $\tau$:

$$
\psi(\tau) = \frac{1}{\sqrt{2\pi} \delta \tau} \exp \left[ -\frac{(\tau - \tau_0)^2}{2\delta \tau^2} \right],
$$

(13)

(\text{where } \tau_0 \text{ and } \delta \tau \text{ are parameters with obvious meaning, } \delta \tau \ll \tau_0), \text{ so that } \psi(\tau) d\tau \text{ gives the probability that a ran-}
domly caught individual is doing its random walk with the single step time between $\tau$ and $\tau + d\tau$.

Because $\tau$ is a random variable, diffusion coefficient $D \sim 1/\tau$ also becomes a random variable but with a different probability distribution function $\phi(D)$. A standard probability theory technique then leads to the following result:

$$\phi(D) = \psi(\tau(D)) \left| \frac{d\tau(D)}{dD} \right|, \quad (14)$$

where $\tau(D) = l^2/(2D)$. From equations (13) and (14), we then immediately arrive at

$$\phi(D) = \frac{l^2}{2\sqrt{\pi \delta r} D^2} \exp \left[ -\frac{1}{(\delta r)^2} \left( \frac{l^2}{2D} - \tau_l \right)^2 \right]. \quad (15)$$

For sufficiently large $D$ (i.e., for $D \gg l^2/\tau_l$), from equation (15) we obtain

$$\phi(D) \approx \frac{l^2}{2\sqrt{\pi \delta r} D^2} \exp \left[ -\left( \frac{\tau_l}{\delta r} \right)^2 \right] \sim D^{-2}, \quad (16)$$

so that the probability distribution function $\phi(D)$ has a power law decay.

**Case 2**

In order to have insight into other possible types of diffusivity distribution, let us note that equation (12) can be written as

$$D = \frac{v^2 \tau}{2}, \quad (17)$$

where $v = l/\tau$ is the speed of motion of a given individual along its trajectory. It is readily seen that an assumption that the time $\tau$ of a single step is distributed normally (see eq. [13]) would now result in a normal distribution for diffusivity $D$, provided $v$ is the same for all insects in the given population.

However, available data indicate that $v$ is also a distribution rather than a parameter. In particular, Okubo and Chiang (1974), having measured and analyzed the speed of individual motion of flying insects, arrived at the conclusion that it is very well described by a Maxwell-type distribution:

$$\chi(v) = Cv \exp(-bv^2), \quad (18)$$

where $b$ is a certain empirical parameter and $C = 2b$ is a coefficient.

Equation (18) gives the distribution of $v$, so that $\chi(v) dv$ gives the probability that a randomly chosen insect will have its typical flight speed between $v$ and $v + dv$. The distribution of $v^2$ can be obtained if we rewrite equation (18) as follows:

$$2bv \exp(-bv^2) dv = b \exp(-bv^2) dv^2. \quad (19)$$

The predifferential factor on the right-hand side then gives the probability distribution for $v^2$.

In contrast to the previous case, we now assume that $\tau = \text{const}$; then, taking into account equation (17), we obtain the following distribution function for $D$:

$$\phi(D) = \frac{2b}{\tau} \exp \left( -\frac{2bD}{\tau} \right). \quad (20)$$

We want to emphasize here that the results by Okubo and Chiang (1974) are not unique, and a Maxwell-type distribution of the individual speed has been observed for some other invertebrate species as well (see Jopp 2006).

Therefore, a simple observation that diffusivity $D$ is not a “first-principle” parameter but can be expressed through microscopic characteristic of the individual insect’s flight leads to the conclusion that the diffusivity distribution function must not necessarily be Gaussian. Correspondingly, its rate of decay at large $D$ can be much slower, for example, either exponential or power law.

We also want to mention that another argument in favor of $\phi(D)$ with a tail fatter than the normal distribution can possibly be found if we place the population statistical structure into the evolutionary context. A mathematical theory of speciation recently developed by Volpert and coworkers (see Genieys et al. 2006a, 2006b) predicts that, within a given phenotype, the statistical distribution of species’ traits should have an exponential tail. Consider, for instance, the characteristic time $\tau$ of a single step along the trajectory to be the trait; then, even the simplest case $D \sim \tau$ results in $\phi(D)$ with a fat (exponential) tail.

In order to reveal the impact of these different statistical structures on the dispersal tail, we now consider the population density, as given by equation (4), with function $\phi(D)$ having either exponential or power law rates of decay at large $D$. Table 1 summarizes all our findings; calculation details can be found in appendixes A and B in the online edition of the *American Naturalist*. Note that, in order to keep the model tractable, we need to make additional assumptions about the properties of $\phi(D)$ at small $D$. That results in additional factors such as $D^2$ for the exponential case and $\exp(-\alpha/D)$ for the power law case, where $\alpha$ and
Comparison with Field Data

A question of immediate interest is whether the predictions of our theoretical approach comply with field data. Field data on insect dispersal usually show the number of (re)captured individuals at different distances from the place of their initial release. The first remark that we make here is that, depending on the way the captured insects are treated, trapping can induce a considerable perturbation to the spatial distribution of the dispersing population (see Yamamura et al. 2003). For instance, if the captured insects are killed during the trapping, they are removed from the population. It means that those captured at a short distance do not have the possibility of a longer-distance travel. As a result, the properties of the long-distance dispersal can be considerably distorted. Therefore, since our approach does not take into account the impact of trapping, it means that not all data sets on insect dispersal are suitable for comparison with the theory developed in this note.

However, we have identified two types of field studies when trapping is unlikely to cause any significant bias to the data. In particular, studies on butterfly dispersal (Brakefield 1982; Wilson and Thomas 2002) often treat the captured insects in a less harsh way, just having them marked and released again. Not only does this approach significantly decrease the perturbation introduced into the dispersing system, but also it effectively increases the sample because the released butterflies can, after some time, be captured again at a different position. The distance between their release and the second recapture can then be interpreted in exactly the same way as the distance between the initial release and the first recapture.

The second remark that we make here is that the variable \( n(R, t) \) calculated in “Model” and “Mechanisms of Diffusivity Distribution” for different cases (see table 1) is actually a function of a position \( R = (r, \theta) \), not just of a distance \( r \). The assumption of spatial isotropy, that is, \( n(R, t) = n(r, t) \), does not help because a fixed value of \( \theta \) would correspond to a transect in space along a given direction. However, the field data available from literature often provide only a cumulative value of the captures at a certain distance, without specifying the direction of the dispersal. In order to obtain the spatial distribution \( n(r, \theta) \) over the distance, we should integrate over all directions and use a fixed angle \( \theta \) instead. Assuming that all directions are equivalent, we then arrive at \( \hat{n}(r, t) = 2\pi n(r, t) \), and it is this expression that should be used for comparison with the field data.

The third remark is that the field data consist of numbers (of animal captures), and our theoretical results are obtained in terms of population density. To the best of our knowledge, how the population density is transformed into captures is an issue that has not yet been properly

**Table 1: Exact expressions for the population density \( n(r, t) \) (where available), as given by the model (4), and its large distance asymptotics for different types of the statistical structure described by \( \phi(D) \)**

<table>
<thead>
<tr>
<th>( \phi(D) )</th>
<th>Exact expression</th>
<th>Large-distance asymptotics for a given ( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_n \exp\left(-\frac{D-D_c}{\mu} \right) )</td>
<td>NA</td>
<td>( r^{-2/3} \exp\left(-\frac{3r^{2/3}}{4(\mu t)^{2/3}} \right) )</td>
</tr>
<tr>
<td>( A_D^{D'} \exp\left(-\frac{D}{\mu} \right) )</td>
<td>NA</td>
<td>( r^{\pm 1/3} \exp\left(-\frac{3r^{2/3}}{4(\mu t)^{2/3}} \right) )</td>
</tr>
<tr>
<td>( A_D^{D'} \exp\left(-\frac{D}{\mu} \right) \frac{N_n}{2\pi \Gamma(D + 1) \Gamma(\beta + 1) t} \times q^{\beta/2} \Gamma_D(\beta + 1/2, q) )</td>
<td>( q = \sqrt{r/\mu t} )</td>
<td>( \frac{1}{r} )</td>
</tr>
<tr>
<td>( A_D^{\gamma} \exp\left(-\frac{\alpha}{D} \right) \frac{N_n}{4\pi \Gamma(\gamma)} \frac{\alpha^{-\gamma} \Gamma(\gamma - 1) \Gamma(\gamma)}{r^{\gamma - 1} \Gamma(\gamma - 1)} )</td>
<td>( \alpha + \frac{r^{\prime 2}}{4\mu} )</td>
<td>( r^{-2/3} )</td>
</tr>
</tbody>
</table>

Note: Here \( \Gamma(z) \) is the gamma function, \( K_i(z) \) is the modified Bessel function of the second kind, and \( A_n, \ldots, A_D \) are the scaling factors ensuring that \( \gamma \phi(D) \) for a given \( t \).
studied and is not yet fully understood. Here we use a very simple approach assuming that the number of captures at a certain distance \( r \) arises as a result of integration of the population density over a certain “window,” that is, between \( r - \Delta r \) and \( r + \Delta r \), where \( \Delta r \) is a parameter that can be interpreted as the “sampling range” of the trap (see Wall and Perry 1987). Therefore, the theoretical prediction of the total number of recaptures at a distance \( r \) from the place of release is given by the following expression:

\[
N_{\text{recap}}(r) = 2\pi \int_{r-\Delta r}^{r+\Delta r} n(r, t) dr \approx 4\pi(\Delta r) rn(r, t), \tag{21}
\]

where the approximation is valid if the population density \( n(r, t) \) (as given by table 1 or by eq. [4] in a general case) varies slowly over the range \( (r - \Delta r, r + \Delta r) \), which is always the case with the dispersal tail.

Figure 1 shows the data from Brakefield (1982) for the cumulative number of the first-day captures of dispersing butterflies over two seasons, that is, 1977 and 1978 (respectively, the right-hand panels in the middle and bottom rows of fig. 4 in Brakefield 1982). The thick line (line 1) shows the theoretical prediction as given by equation (21), with \( n(r, t) \) decaying as a power law; see the last row of table 1. The exact value of the characteristic diffusivity for the butterfly Maniola jurtina is not available; we used a hypothetical value \( \alpha = 600 \text{ m}^2 \text{ day}^{-1} \), which is consistent with a typical diffusivity of flying insects (see Shigesada and Kawasaki 1997). As for the sampling range, its value \( \Delta r = 7 \text{ m} \) was defined by the spatial resolution of the experimental setting used in that field study. The value of parameter \( \gamma = 2.63 \) (proportion of variance explained \( R^2 = 0.955 \), \( SE = 0.14 \)) was obtained by nonlinear regression (Dennis et al. 1981) using the NLREG statistical package (P. H. Sherrod; demonstration version available at http://www.nlreg.com). Interestingly, the theory appears to be in good agreement with the data not only at the tail of the dispersal curve but also at small and intermediate distances. We want to emphasize that this agreement is obtained for biologically reasonable parameters.

Remarkably, the power law decay appears to provide the best possible fit of the data. To compare, line 2 in figure 1 shows the theoretical prediction in the case of exponential decay (see third row of table 1). The corresponding value of \( \beta \) was obtained by nonlinear regression \( (\beta = 0.03; R^2 = 0.952, SE = 0.14) \). Obviously, it fails to catch the tail of the distribution; also, the statistical error

---

**Figure 1**: Comparison with field data. Diamonds show the data on butterfly dispersal from Brakefield (1982; day 1 recaptures, total numbers for males during 1977 and 1978 experiments). Lines 1–3 show the theoretical predictions as given by equations (4) and (21) for different cases of \( \phi(D) \) (see table 1, bottom three rows, respectively). Line 4 shows the population density of the corresponding unstructured population (see eq. [2]). The characteristic diffusivity is considered to be the same for all four cases, \( \alpha = \nu = \mu = D = 600 \text{ m}^2 \text{ day}^{-1} \). The total number of recaptures is assumed to be \( N_0 = 250 \).
Figure 2: Comparison with field data. Diamonds show a data sample on southern pine beetle dispersal from Turchin and Thoeny (1993). Line 1 shows the theoretical prediction as given by the exponential decay (third row in table 1) for $m = 2,000 \text{ day}^{-1}$ and $\tau = 5.4$. The duration of the experiment is estimated to be $t = 50$ days. Line 2 shows the power law decay (fourth row in table 1) obtained for a slightly different value of the characteristic diffusivity $\alpha = 2,500$ and $\gamma = 1.045$. Turchin and Thoeny (1993) found that their data can be fitted by an exponential function. Indeed, line 1 in figure 2 shows the prediction of our theory obtained for the exponential decay (see third row in table 1); obviously, it is in good agreement with the data. For the diffusivity and the sampling range, we used hypothetical values $m = 2,000 \text{ m}^2 \text{ day}^{-1}$ and $\Delta r = 6 \text{ m}$, respectively. The total number of dispersing beetles was assumed to be $N_0 = 4,000$. For these values, the auxiliary parameter $\beta$ was found by nonlinear regression, resulting in $\beta = 5.4$ ($R^2 = 0.965$, SE = 0.4). Interestingly, a closer look reveals that fitting by an exponential function is not the only possible one. The matter is that the value of the parameters for the southern pine beetle experiment is known very approximately. In particular, Turchin and Thoeny (1993) gave just a rough estimate (up to the order of magnitude) of the total number of beetles. Also, their experimental settings give only an
upper bound for the sampling range of the traps. Correspondingly, we observe that, using somewhat different parameter values, the data can also be fitted by our theory with the power law function (fourth row in table 1). Line 2 shows it as obtained for \( a = 2.500 \, \text{m}^2 \, \text{day}^{-1} \), \( \Delta t = 10 \, \text{m} \), and \( N_0 = 10,000 \). Note that the higher diffusivity value that we used in this case is still within the biologically reasonable range. The value of \( \gamma = 1.045 \) (\( R^2 = 0.931 \), \( \text{SE} = 0.005 \)) was found by nonlinear regression.

Therefore, low accuracy of the southern beetle experiment (Turchin and Thoeny 1993) does not make it possible to distinguish confidently between the exponential and power law types of decay. However, we want to emphasize that the fat tail of the beetle dispersal data is well described by our theoretical predictions obtained for biologically reasonable parameter values. We also want to mention here that other types of function \( \phi(D) \) (rows 1 and 2 in table 1), as well as the unstructured case (eq. [2]), either result in an unacceptably low quality of data fitting or require unrealistic parameter values.

**Discussion and Concluding Remarks**

Fat tails of population dispersal are often regarded as a "fingerprint" of non-Brownian diffusion. In this note, we have shown that the existence of population density distributions with exponential or power law rates of decay at large distances is just an intrinsic property of the standard random walk scenario, provided that the inherent statistical variation of individual parameters in the dispersing population is taken into account. We quantified this variation by introducing a diffusivity distribution function \( \phi(D) \), where \( D \) is the diffusion coefficient. Having analyzed a few cases of \( \phi \) with different properties, we have not found a single case where the population density tail would exhibit a Gaussian rate of decay.

It should be mentioned that there have previously been other attempts to explain the phenomenon of fat-tailed dispersal. For instance, the dispersal distances observed in field studies may arise as a result of the interplay between different processes because the insects do not move all the time but instead alternate periods of movement with periods of rest (e.g., for feeding). The distribution of dispersal distances and the large-distance rate of decay in population density are then modulated by the distribution of the rest times and can of course differ significantly from a normal distribution, even if the motion is perfectly Brownian.

Therefore, our approach is surely not the only possible one to provide an explanation of the fat-tailed population dispersal. However, we want to emphasize that, while the impact of other factors can vary from case to case—being either present/prominent or absent/negligible—our approach takes into account a fundamental, inherent feature of the population biology, that is, the existence of individual variations. Therefore, we expect that the mechanism of fat tails formation considered here is always present, even if it can sometimes be blurred by or tangled with other processes.

A question that then becomes important concerns what the mechanistic processes behind the diffusivity distribution \( \phi(D) \) can be and whether the distributions other than normal are biologically plausible. A "microscopic" analysis of the random walk shows that the diffusion coefficient can be expressed through individual motion values, such as the time required for each step along the trajectory and the length of the step and/or the speed of motion. We have considered two hypothetical cases when (1) the length step is the same for all insects at all time but the time is distributed normally and (2) the time is the same but the speed of individual flight is distributed according to a Maxwell-type distribution, with the latter being in very good agreement with some available data (Okubo and Chiang 1974). A simple analysis shows that these two cases results in a non-Gaussian diffusivity distribution with a power law tail and an exponential tail, respectively.

Note that, when considering the distribution of the individual speed, as given by equation (18), we actually assumed that its value is "fixed" to individuals. The differential probability \( dP_{v,a} = \chi(v)dv \) then gives the probability that a randomly chosen insect has its individual typical speed of motion between \( v \) and \( v + dv \) but not the probability that a given individual would take this speed after making another turn in its trajectory. The value of speed can be different for different insects, but for any given individual it does not change with time (up to a reasonably small variation, if thinking about real populations).

The question thus arises whether this assumption of the individually fixed speed is realistic. In order to look for an answer, we first observe that the "reason" for a given insect to move with a particular value of speed can be of either physiological or behavioral origin. In the former case, the speed would obviously depend on parameters such as body mass and wing length, which are fixed for any adult individual. Therefore, a "preferable" or characteristic value of speed can also be expected to be fixed, of course up to some variations.

What may happen in the case when the individual speed is mostly controlled by behavioral factors? Although the first impression might be that, in this case, there should be a wider spectrum of options, surprisingly, this is not so. Many recent studies in behavioral ecology indicate that, quite often, types of behavior are fixed to individuals (Richards and Packer 1996; Reale et al. 2000; for a fuller
Effects of Diffusivity Boundedness

The analysis in “Model” was done under the assumption that diffusivity is distributed over the semi-infinite domain $D \geq 0$. In reality, this is not so; obviously, for any given population, diffusivity cannot be arbitrarily large. One physical limitation resulting in the boundedness of possible diffusivity values is the finiteness of the individual speed (see eq. [7]). A question arises as to how the finiteness of the diffusivity distribution domain may possibly affect the results. Intuitively, it seems that, at sufficiently large distances, one should then expect a spatial distribution close to the normal distribution.

Technical details can be found in appendix C in the online edition of the American Naturalist. Our theory predicts that the fat-tailed decay in the population density at large distances appears to be an “intermediate asymptotics” (see Barenblatt 1996) rather than the actual asymptotics. The whole space where dispersal takes place consists of a few regions (see fig. 3). Because of the diffusivity boundedness, the region with the lower rate of decay—such as exponential or power law dependence on the distance from the point of insect release—eventually changes to the faster rate of decay corresponding to the Gaussian distribution. The characteristic distance $r_\ast$ where the transition between these two types of decay takes place is found analytically.

Note that this prediction of our approach can, in principle, be tested in the field, even if it would mean considerable experimental difficulty, because the population density at large distance is usually very low, and a lot of effort is required to make the data statistically reliable in order to distinguish between different types of asymptotics. We want to mention here that, even if the number of individuals recaptured over a certain distance becomes very small, this fact by itself by no means proves that the asymptotics are reached. By definition, asymptotics require comparison between different data sets obtained at different (large) distances, and that implies a much larger database than is usually available from dispersal experiments. Also, in order to calculate the characteristic distance $r_\ast$, a separate study is necessary to obtain a reliable estimate of the maximum diffusivity $D_\ast$ for a given species.

Finally, we should not forget that the prediction for the population density to be positive at any position in space is an artifact of the linear diffusion. In reality, the (thin) dispersal tail will not go infinitely far either: there exists a maximum theoretical distance $r_{\text{max}}(t)$ so that no individual of the given dispersing population can possibly be found at $r > r_{\text{max}}(t)$ at time $t$.
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Figure 3: Structure of the dispersal curve as given by the statistically structured population approach. The spatial domain where the curve possesses a fat tail is predicted to eventually give way to the spatial domain with the thin Gaussian tail.
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