The principal aim of this article is to clarify what is and what is not problematic in understanding cooperation in the dyadic Prisoner’s Dilemma game and in multiplayer social dilemmas. A secondary aim is to provide a brief overview of the most important proposals for solving the genuine problems. Our commentary on the very interesting target article (Krueger, DiDonato, & Freestone, this issue) is embedded in a more general critical review of explanations for cooperation in social dilemmas. We hope to clarify some of the issues that are commonly misunderstood in the wide-ranging literature on cooperation in social dilemmas.

Figure 1 shows the payoff matrix of the Prisoner’s Dilemma game in one of its most familiar forms (e.g., Axelrod, 1984). In the generalized payoff matrix for symmetric $2 \times 2$ games on the right, any game is a Prisoner’s Dilemma game if the rank order of the payoffs obeys the inequalities $T > R > P > S$.

To play the game, Player I chooses a strategy represented by a row, either $C$ (cooperate) or $D$ (defect), and independently (without knowledge of Player I’s choice) Player II chooses a strategy represented by a column, either $C$ or $D$. The outcome of the game is one of the four cells where the strategy choices intersect, and the pair of numbers in that cell are the payoffs to the two players, Player I receiving the first payoff and Player II the second. For convenience, payoffs are frequently interpreted as small amounts of money, and for most purposes this is harmless enough, but in formal game theory payoffs are actually *utilities* representing the players’ preferences among the possible outcomes, taking all relevant factors into account, not only the monetary or other objective values of the payoffs but also feelings of generosity or spite, considerations of fairness, and all other extraneous factors that might affect a player’s preferences.

This apparently simple game has attracted more attention from psychologists, economists, political scientists, sociologists, and philosophers than any other, for two main reasons. First, the game provides a simple model of a form of cooperation that arises commonly in social, economic, and political life. To give just one example, consider two restaurants competing for business in a small village and currently achieving equal market shares. Each restaurant manager is deciding whether to introduce a buy-one-get-one-free special offer. If either manager introduces the special offer unilaterally, then it will attract most of the customers from the rival restaurant, and increased revenues will more than offset the costs of the special offer, hence profits will increase; but if both managers introduce the special offer, then each will merely bear the costs without any revenue gains, and hence each will suffer reduced profits. It should be obvious that this is a Prisoner’s Dilemma game in which introducing the special offer corresponds to choosing the defecting $D$ strategy. Any dyadic interaction is a Prisoner’s Dilemma game provided that both agents are better off if they both act in one way (cooperate) rather than another (defect), but each is tempted to defect unilaterally, because that yields the best payoff of all (and the worst of all to the other agent). Situations with this strategic structure are ubiquitous in everyday life.

The second reason why the Prisoner’s Dilemma game has attracted so much attention is that it embodies a genuine paradox. Two perfectly rational players, who according to the standard assumptions of game theory know everything that can be known about the game, including the fact that both players are perfectly rational in the sense of always striving to maximize their individual payoffs relative to their knowledge and beliefs at the time of acting, will defect, although they would have received higher individual payoffs if they had both cooperated, and they know that too. The reason why they will defect is that defection yields a better payoff than cooperation whatever the co-player does: In the example in Figure 1 (left), a player receives 5 rather than 3 from defecting rather than cooperating if the co-player cooperates, and 1 rather than 0 from defecting rather than cooperating if the co-player defects. Hence, defection pays better than cooperation irrespective of the co-player’s choice. The technical term for this is *strategic dominance*: $D$ is a dominant strategy, and there should really be no argument about whether or not it is rational to defect, because it must always be rational to choose a dominant strategy and irrational to choose a dominated strategy. The strategic dominance argument is a straightforward and uncontroversial application to game theory of the *sure-thing principle* that Savage (1954/1972) included as one of the seven postulates of his axiomatic theory of rational decision making. Strategic dominance solves
If all choose co-player’s choice, and because R better payoff by choosing receives a better payoff if all (i.e., both) choose C, because both D players (defined by the following three properties: (a) there are n players (n ≥ 2), each with two strategies (C and D); (b) an individual player receives a better payoff by choosing D than C irrespective of the number of other players choosing C or D; and (c) every player receives a better individual payoff if all choose C than if all choose D. Here again, D is a dominant (sure-thing) strategy by definition (b above), hence there is no question but that a rational player will choose it with certainty.

Although no new solutions are required for social dilemmas, we do need to explain why people cooperate in these games. Experimental research confirms high levels of cooperation in both one-shot and repeated social dilemmas of all sizes (see reviews by Balliet, Mulder, & Van Lange, 2011; Sally, 1995). What accounts for the tendency for many decision makers to cooperate? A number of interesting proposals have been put forward, including the social projection...
theory of Krueger et al. (this issue). We review some of the theories discussed in the target article together with some others that are missing from the target article. We focus on the theories that seem to us most important and interesting.

Reciprocity

Direct Reciprocity

Properly understood, the Prisoner’s Dilemma is a game that is played once only, and the reasoning outlined in the previous paragraphs applies to this one-shot version of the game. If the game is repeated a fixed number of times, and the number of repetitions is known in advance by both players, then it is easy to prove by backward induction that rational players will defect on every round (Colman, 1998, 2003; Luce & Raiffa, 1957, pp. 97–102); but if it is repeated an indefinite number of times, then the optimal strategy for a rational player is far from clear, and there are valid reasons to cooperate, the most obvious of these being reciprocity. Suppose you are expecting to play the Prisoner’s Dilemma game in Figure 1 (left) an unknown number of times with the same co-player. Suppose that you judge the probability to be zero that your co-player will cooperate on the first round, and if you also defect on the first round, then you judge the probability to be zero that your co-player will cooperate on the second round; but if you cooperate on the first round, then you judge the probability to be 2/3 that your co-player will reciprocate by cooperating on the second round. Perhaps personal experience has led you to these beliefs: Their source does not matter to the argument that follows. Taking into consideration only these two rounds, which should be sufficient to get the point across, if you cooperate on both rounds, then your expected payoff is 0 on the first round and \((2/3 \times 3) + (1/3 \times 0)\) on the second, making a grand total of 2. On the other hand, if you defect on both rounds, then your expected payoff is 1 on each round, making the same grand total of 2. Obviously, if you judge the probability to be greater than 2/3 that your co-player will reciprocate your cooperation on the second round, then your expected payoff is better from cooperating on both rounds than from defecting on both rounds. The dominance argument has obviously collapsed in this indefinitely repeated version of the game, because you have a valid reason to cooperate if you believe that the probability of reciprocal cooperation is any greater than 2/3.

Trivers (1971) introduced the theory of reciprocal altruism, as he originally called it, and his own example was of a swimmer with cramp who has 1/2 chance of drowning unless a passerby jumps in and attempts a rescue, in which case there is a 1/20 chance that both the swimmer and the passerby will drown. A passerby who believes that the tables will be turned at some later date, and that the swimmer will return the favor only if the passerby offers help on this occasion, trades a 1/2 chance of drowning at the later date (if nobody helps) for a 1/10 chance (a 1/20 chance of drowning now, while trying to save the swimmer, plus a 1/20 chance later, when the swimmer returns the favor), and it is therefore rational for the passerby to help the swimmer, despite the associated danger.

Direct reciprocity of this type is acknowledged to be one of the most powerful explanations for cooperation, and for the evolution of cooperation by natural selection (Imhof & Nowak, 2010; Trivers, 2005). Natural selection always favors payoff-maximizing strategies, and in evolutionary game theory these payoffs are measured in units of Darwinian fitness—expected lifetime reproductive success. In this sense, natural selection mimics rational choice.

Indirect Reciprocity

Even more powerful, especially in human communities, is the theory of indirect reciprocity (Alexander, 1987), according to which an agent’s cooperative act can pay off in the long run, even if there is no possibility of the recipient reciprocating directly, if the act is observed by others who may be encouraged to cooperate in future with the agent, or who may spread the agent’s good reputation among friends and associates by useful gossip (Feinberg, Willer, Stellar, & Keltner, 2012). Cooperation may thus enable people to cultivate reputations for cooperativeness that elicit indirect reciprocity from many others in the future. This mechanism provides a persuasive explanation for cooperation, and there is evidence that it has played a major role in the evolution of cooperation (Nowak & Sigmund, 1998, 2005).

However, both direct and indirect reciprocity are powerless to explain cooperation in one-shot, unrepeated strategic interactions that are unobserved or that offer no opportunities for reputation enhancement. Some researchers have argued heroically along the following lines (e.g., Binmore, 1998, p. 343). The human brain has evolved by natural selection to solve problems posed in the environmental conditions of the Stone Age, the period from about 2.5 million to 6,000 BC, covering well over 99% of human evolutionary history, during which unobserved, one-shot strategic interactions were comparatively uncommon. Perhaps we have evolved to behave in one-shot, unobserved strategic interactions as though they are likely to be repeated or observed. Evolutionary biologists tend to be unimpressed by this type of argument, because it implies that natural selection, which normally exploits the minutest of differences with exquisite ruthlessness and efficiency, has somehow been unable to distinguish between strategic interactions that are repeated or
observed and those that are not. This cognitive shortcoming would have exerted constant selective pressure and should have led to the spread of genes enabling individuals to exploit these important differences.

Strong Reciprocity

The theory of strong reciprocity or altruistic punishment (Fehr & Gächter, 2000, 2002; Gintis, Bowles, Boyd, & Fehr, 2005) was explicitly designed to explain cooperation in unrepeated encounters lacking any opportunities for reputation management. The suggestion, bolstered by impressive evidence from experimental social dilemmas (presented as public goods games), is that many people have a tendency to cooperate voluntarily, if treated fairly, and to punish noncooperators. The propensity to punish noncooperators, whether physically, verbally, or by social ostracism, is presumed to have evolved as a mechanism to control cooperation. The theory is persuasive, as far as it goes, especially in light of the experimental evidence, and some people certainly do punish noncooperators in everyday life, but it replaces the original problem of explaining cooperation with a secondary one of explaining punishment, because punishment is costly in time, effort, and in terms of the real possibility of retaliation, and it is not clear why anyone should do it. Gintis (2000) put forward a theory designed to explain how punishment could have evolved, but it relies on “multilevel selection theory,” a form of group selection that is firmly rejected by most evolutionary biologists nowadays.

Inclusive Fitness

Arguably the most important contribution to the theory of evolution since Darwin was the proof by Hamilton (1964, 1970) that a gene is favored by natural selection not only if it increases the fitness of its carrier (direct fitness) but also if it increases the fitness of other carriers of the same gene (indirect fitness). Inclusive fitness, comprising direct and indirect fitness, turns out to provide a convincing explanation why a propensity to cooperate may be hardwired into us by natural selection. Hamilton focused attention on altruism rather than cooperation—we explain later why the argument applies equally to cooperation. Consider an altruistic act that (by definition) provides a benefit \( b \) to a recipient at a cost \( c \) to the altruist, with \( c < b \), both costs and benefits being measured in units of Darwinian fitness. According to Hamilton’s rule of inclusive fitness, a gene that causes organisms to perform such altruistic acts will be favored by natural selection if \( rb > c \), where \( r \) is the coefficient of genetic relatedness between the cooperator and the recipient—roughly speaking, \( 1/2 \) for a sibling, parent, or child, \( 1/4 \) for a grandparent or grandchild, \( 1/8 \) for a first cousin, and so on. Hamilton’s rule means simply that altruism is favored by natural selection whenever the benefit to the recipient, discounted by the coefficient of genetic relatedness, is greater than the cost to the altruist.

To see the relevance of this to cooperation, it is sufficient to understand that mutual cooperation in social dilemmas can be interpreted as mutual altruism. If two people are in a reciprocal interaction in which each has the opportunity to perform an altruistic act toward the other, then both are better off if both act altruistically than if both decline to do so, because then each receives a payoff of \( b - c \), which is better than nothing, because \( b > c \). Furthermore, the worst payoff of all goes to a player who performs the altruistic act while the other declines to perform it, because the altruist then pays the cost \( c \) without receiving any benefit \( b \), and a player who declines to perform the altruistic act while the other player does perform it receives the best payoff of all, receiving the benefit \( b \) without paying any cost \( c \). This payoff structure is evidently a simple (decomposable) Prisoner’s Dilemma game, in which mutual altruism corresponds precisely to mutual cooperation. For example, if we arbitrarily set \( b = 5 \) and \( c = 2 \) (always subtracted), then we get the payoff matrix shown in Figure 2, and it is clearly a Prisoner’s Dilemma game, because \( T > R > P > S \) (see Figure 1, right). This suggests that mutual cooperation between relatives, at least, may be an instinctive pattern of behavior in certain circumstances, and one that is likely to have evolved by natural selection.

Other-Regarding Preferences

A standard game-theoretic assumption is that players are motivated exclusively to maximize their own individual payoffs. Recall that, strictly speaking, the payoffs are utilities, taking into account any concerns about the co-player’s payoffs, hence the assumption that players are motivated to maximize their own payoffs is really tautological. However,
we can distinguish between utilities and *objective* payoffs (e.g., monetary value), and we can assume that players are motivated partly by their own objective payoffs and partly by the objective payoffs of their co-player(s). It is then easy to explain cooperation in the Prisoner’s Dilemma game and multiplayer social dilemmas in terms of other-regarding preferences.

In *interdependence theory* (see reviews by Rusbull & Van Lange, 2003; Van Lange, 2000), players’ motivations are described in terms of *social value orientations* (SVOs) defined by *payoff transformations*. Players’ other-regarding utilities are defined as functions of their own and their co-players’ objective payoffs. Formally, if $t_i$ and $t_j$ are the objective payoffs to Players $i$ and $j$ in a two-player game, and Player $i$’s utility $U_i$ is a function of these objective payoffs, then Player $i$ is motivated to maximize $U_i = t_i$ under the *individualistic* SVO, $U_i = t_i$ under the *altruistic* SVO, $U_i = t_i + t_j$ under the *cooperative* SVO, and $U_i = t_i - t_j$ under the *competitive* SVO. These ideas were introduced by Messick and McClintock (1968) and McClintock (1972), early research concentrating on individualistic, cooperative, and competitive social value orientations. The assumption is that players are invariably motivated to maximize their own utilities, represented here by $U$, but that these utilities are not necessarily individualistic—in terms of objective payoffs, they may be cooperative, or competitive, or even altruistic, depending on individual differences and the particular circumstances of the interaction.

Figure 3 shows the basic Prisoner’s Dilemma game on the left and payoff transformations of it using the cooperative and altruistic SVOs. The individualistic SVO is simply the standard game-theoretic motivation in which players are motivated to maximize their individual payoffs without regard to the payoffs of co-players, and in the terminology of interdependence theory, it is represented by the *given matrix* on the left in Figure 3. In the cooperative SVO, players are motivated by the sum of their own and their co-players’ payoffs, hence each of Player I’s payoffs in the given matrix is replaced by the sum of both players’ payoffs in the corresponding cell of the cooperatively transformed matrix, and the same is done for Player II’s payoffs. In the cooperatively transformed payoff matrix, it turns out that cooperation is a dominant strategy for both players, because $6 > 5$ and $5 > 2$, and this implies that players who are cooperatively motivated, in the sense of wishing to do what is best for the pair rather than what is best for themselves as individuals, will cooperate. On the right of Figure 3 is the payoff transformation according to the altruistic SVO, representing the utilities of a player who is motivated exclusively to maximize the co-player’s payoffs (each payoff in the given matrix being replaced by the co-player’s payoff), and this also leads to a game in which cooperation is a dominant strategy for both players, because $3 > 0$ and $5 > 1$. It is clear that the cooperative and the altruistic SVOs can both explain cooperation in the Prisoner’s Dilemma game.

The altruistic SVO may seem implausible to individually minded readers, but experimental research shows that it can be elicited reliably in certain circumstances (e.g., Batson & Ahmad, 2001; see Batson & Shaw, 1991, for a review). Colman, Körner, Musy, and Tazdait (2011) suggested the following homely example of how it can arise without special circumstances of the type studied by Batson and his colleagues. A jazz-loving man is married to a classical music lover, and each wishes to choose a musical recording as a wedding anniversary present for the other, knowing that they will spend hours listening to the music together. Intuitively, we should expect each spouse to maximize the other’s objective payoff by choosing the other’s preferred type of music. Both players would thereby maximize their own utilities, but those utilities would be altruistic rather than selfish. This is a dyadic example, and interdependence theory has been confined to two-player games, but Colman et al. (2011) worked out some mathematical implications of the altruistic SVO in multiplayer games and showed how it can provide a compelling interpretation of cooperation in social dilemmas of all sizes.

**Team Reasoning**

Theories of team reasoning (Bacharach, 1999, 2006; Sugden, 1993, 2005) offer an intuitively persuasive explanation of cooperation in social dilemmas. The key assumptions are that players are sometimes motivated to maximize collective payoffs, as in the cooperative social value orientation, and (crucially) that they adopt a distinctive mode of reasoning from preferences to decisions. In orthodox game-theoretic reasoning, players ask, *What do I want, and what should I do to achieve it?* In team reasoning, they ask, *What do we want, and what should I do to play my part in achieving it?* In social dilemmas, the answer is obviously, *We want joint cooperation, and I should play my part in achieving it by choosing C.*

Team-reasoning players begin by searching for a profile of strategies that maximizes the collective payoff of the group of players. If the maximizing
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**Figure 3.** Payoff transformation of the given matrix of the Prisoner’s Dilemma, using the cooperative and altruistic social value orientations.
profile is unique, then team-reasoning players select and play their component strategies of it; otherwise, the theory is indeterminate in the sense that it offers no team-reasoning solution in such a case. The target article refers to “murky notions of ‘collective rationality,’” but in everyday life, people often claim to be acting in the best interests of their family, company, department, sports team, or some other group to which they belong, rather than in their individual self-interest, and the sneer quotes around “collective rationality” seem out of place. Furthermore, there is strong experimental evidence that human decision makers are indeed influenced by collective rationality and team reasoning, even when the team-reasoning solution is not a Nash equilibrium, as in social dilemmas and many other games (Colman, Pulford, & Rose, 2008).

Krueger et al. (this issue) summarize team reasoning as follows:

With team reasoning, players focus not on their individual payoffs but on the sum of the payoffs within each cell of the matrix. They then see that what “we” want is the mutual cooperation payoff 2R as long as 2R > T + S. . . . But is it enough for a team player to say that she had done what was necessary without wondering if the other player will complete the deal? This question cannot be answered without making additional assumptions about players’ expectations regarding the probability of cooperation, p. Alas, the theory does not say what role these estimates might play in the decision process. This is just as well because if estimates of p were admitted as part of a player’s rationale, the team-reasoning hypothesis would devolve into the expected-reciprocity hypothesis. (pp. 4–5)

This is a travesty of the theory as it is presented in the technical literature. A player has no reason to adopt the team-reasoning mode of playing in the absence of an expectation that the other player(s) will do likewise, and the theory assumes that this is a prerequisite of team reasoning. In Bacharach’s (1999) formal version, the probability that a player will become a team-reasoner is represented by a parameter symbolized by the Greek letter omega, and players choose team-reasoning strategies only when this probability is sufficiently high. The probability that a player will adopt a team-reasoning approach is thus represented by \( \omega (0 \leq \omega \leq 1) \), and the value of \( \omega \) is assumed to be known to every team member. According to the theory, a player will adopt the team-reasoning approach if and only if the value of \( \omega \) exceeds a threshold for which the collective expected payoff of the group of players is maximized by so doing; otherwise, a player will lapse into the individual payoff maximization characteristic of standard game-theoretic reasoning.

Consider the Prisoner’s Dilemma game displayed in Figure 4, an example analyzed by Bacharach (2006, p. 132). The collective payoff is maximized in the (C, C) outcome, when both players choose team-reasoning strategies C, because in that case the collective payoff is 4, assuming a natural interpretation of the collective payoff as the sum of the individual payoffs (in this outcome, 2 + 2), and in every other outcome it is less than 4. A team-reasoning player will obviously choose C if \( \omega = 1 \), in which case both players are certain to choose C. If \( \omega < 1 \), and a player chooses C while the co-player lapses from team reasoning and chooses D, then the collective payoff will be 0 (the sum of 3 and –3). With these two facts in mind, the team-reasoning solution can be calculated as follows. The probability of both players team reasoning and choosing (C, C), with collective payoff 4, is \( \omega^2 \); the probability of (C, D) or (D, C), with collective payoff 0, is \( 2\omega(1 - \omega) \); and the probability of (D, D), with collective payoff 2, is \( (1 - \omega)^2 \). It follows that the expected collective payoff is \( 4\omega^2 + 2(1 - \omega)^2 = 6\omega^2 - 4\omega + 2 \). If team reasoning does not occur, then the players will lapse into individual reasoning and choose (D, D), with collective payoff 2 (1 + 1). Players will therefore choose team-reasoning C strategies if \( 6\omega^2 - 4\omega + 2 > 2 \), that is, if \( \omega > 2/3 \), and they will choose individual-reasoning D strategies otherwise. It is certainly not the case that a player will choose a team-reasoning strategy whenever \( 2R > T + S \) (see Figure 1, right) “without wondering if the other player will complete the deal,” as Krueger et al. (this issue) claim in their target article. Taking into account what the co-player is likely to do is the cornerstone of game-theoretic reasoning.

### Similarity

Following an original idea suggested by Gauthier (1986), J. V. Howard (1988), and Danielson (1992) independently suggested a persuasive explanation, based on similarity, for cooperation in social dilemmas. They each provided a rigorous proof that rational decision makers have a reason to cooperate if they recognize their co-players to be identical to themselves. Both researchers formalized the problem in terms of game-playing automata that can compare their programs and recognize identical co-players when they meet them. The gist of the argument is that each player, knowing
that the co-player is identical, can reason validly that any strategy choice is bound to be mirrored by the co-player’s choice, because an identical co-player must make the same choice in the same situation; therefore, because mutual cooperation yields a better individual payoff than mutual defection, it is rational to cooperate. Furthermore, Howard proved that a population of such players must be evolutionarily stable against invasion by mutants or migrants who invariably defect.

Howard (1988) implemented this mirror strategy in Basic programming language, and Danielson (1992) in Prolog. The (far from straightforward) computational implementation of the argument amounts to a certificate of its soundness, but the relevance of the argument to cooperation in human and animal populations is limited by the requirement that the cooperating players have to be literally identical. However, if the cost of cooperation is c and the benefit to the other player(s) is b, with c < b as before, it is easy to prove that the payoff from cooperation exceeds that from defection whenever \( p > (b + c) / 2b \), where \( p \) is the probability that both players will choose the same strategy, and there is strong evidence from computational simulations with social dilemmas and a variety of other games that similarity discrimination evolves spontaneously and powerfully in the process of natural selection, with players cooperating selectively with co-players who are similar but not necessarily identical to themselves (Colman, Browning, & Pulford, 2012). It seems reasonable to conclude that similarity discrimination helps to explain cooperation and its evolution. Furthermore, observation of everyday life confirms that people are generally more inclined to cooperate with others who are similar to themselves in nationality, race, age, religion, and other characteristics, although that is more likely a result of social evolution than gene selection, because gene selection would be expected to lead to evolution of cheats who accept cooperation from similar others without cooperating themselves.

The social projection theory promoted by Krueger et al. (this issue) makes a much stronger claim. They argue that, in the absence of any other evidence, it is rational for players to apply Bayes’ theorem and to assume that their co-players are likely to make the same strategy choices as themselves. They claim that it is rational for players to assume that if they decide to cooperate and have no other basis for judging the probable strategy of their co-players, then the Bayesian probability is 2/3 that their co-players will cooperate, and if they decide to defect, then the Bayesian probability is 2/3 that their co-players will defect; furthermore, if joint cooperation pays better than joint defection, that is a sound basis for choosing to cooperate. This is evidential decision making, and it is not a valid application of Bayes’ theorem. Although it may be reasonable to use one’s own action as evidence of the likely action of a co-player, it is not rational to apply the same reasoning to all available strategies as a basis for choosing the one that yields the best payoff, assuming that any choice will be matched by the co-player. Consider the following analogous argument. I am starting up a new business, and I intend to delay paying an associate in order to ease my cash flow. I have no idea what the probability is that my associate will delay paying me for the same reason but, using Bayes’ theorem, I judge the probability to be 2/3 on the basis of my intention to delay paying. So far so good. But then, in a “last-minute intrigue,” I notice that I would be better off if we both settled our bills on time. Using Bayes’ theorem again, I hastily calculate the probability that my associate would reciprocate my timely payments to be 2/3, and on that basis I change my mind and decide to settle my bill on time after all. If it is obvious that this argument is fallacious, as we believe it is, for reasons explained in the following paragraph, then it should be clear that the social projection theory of cooperation in social dilemmas is equally fallacious.1

If two events are correlated, then the occurrence of one is evidence that the other is likely to occur, but correlation does not imply causation. In the Prisoner’s Dilemma game, although a player’s decision to cooperate may provide evidence that the co-player is likely to cooperate, it cannot cause the co-player to cooperate, because the players choose their strategies independently. A player who cooperates normally hopes that the co-player will cooperate also. But rational players choose strategies that are likely to produce desirable outcomes, not merely evidence that their co-players will play desirable strategies. In the Prisoner’s Dilemma game, a rational player will therefore defect, because defection yields a better payoff than
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1 The “last-minute intrigue” experimental data in the target article are interpreted in terms of theoretical predictions that begin with “a player who has chosen to cooperate, who believes that the other player will probably [emphasis added] cooperate too.” This player is given the opportunity to switch unilaterally to defection and “now faces a choice between the value of \( p_R \) and \( p_T \).” The player actually faces a choice between expected payoffs of \( p_R + (1 – p_T )\) and \( p_T + (1 – p_R )\), respectively, and correct predictions require expressions of this form. However, from that point on, the probabilities disappear entirely and the analysis proceeds, in effect, with the tacit assumption that the other player chooses the same strategy with certainty, so that, given a last-minute opportunity for a bilateral switch: “Now, the projection hypothesis advises against switching because it would suggest trading the anticipated \( R \) payoff for the \( P \) payoff,” and so on. A bilateral switch from joint cooperation to joint defection is thus a reduced game consisting of just the top-left and bottom-right cells of Figure 1, and a rational (individual payoff-maximizing) player will obviously decline to switch, because the choice is simply between \( R \) and \( P \), and \( R > P \). Similarly, for Player I, a unilateral switch from joint cooperation reduces the game to the left-hand column in Figure 1, and a rational Player I will switch, because \( T > R \). For similar reasons, a rational player will accept a bilateral switch and decline a unilateral switch from joint defection. These are the choices that most of the experimental participants predicted, but it is not correct to say that “the results uniquely supported the projection hypothesis,” because they support game theory (and common sense).
cooperation whether or not the co-player cooperates. Cooperation would provide desirable evidence—that the co-player is likely to cooperate—but not a desirable outcome, because it would yield a worse payoff against either of the co-player’s strategies, and rational players try to optimize outcomes, not evidence.

It is possible, of course, that human decision makers use the form of evidential decision making that Krueger et al. (this issue) attempt to defend, and that evidential decision making may help to explain cooperation in social dilemmas. There is experimental evidence that people are seduced by evidential decision making in certain circumstances (Quattrone & Tversky, 1984) including decisions closely related to Prisoner’s Dilemma games (Anand, 1990). But the theory does not have the “normative appeal” that is claimed for it, because the reasoning is unsound. Weber (1904–1905) argued that, during the Reformation, both entrepreneurs and workers began working harder, and saving money rather than spending it. According to the Calvinist doctrine of predestination that gained ascendancy at that time, those who were to be saved had been chosen by God at the beginning of time, and nothing that they could do could increase their chances of salvation if they were not already among the chosen. What they attempted to do was to produce evidence of having been chosen by engaging in acts of piety, devotion to duty, hard work, and self-denial such as they would be expected to manifest if they had been chosen and, according to Weber, that is why capitalism developed more quickly and more strongly in Protestant than in Catholic countries. If this interpretation is right, and there is empirical evidence to support it (McClelland, 1961), then this is further evidence that ordinary people can be seduced by evidential decision making, but it is even easier to see the fallacy in this case.

Concluding Comments

Although cooperation is irrational in unrepeated (one-shot) social dilemmas, and there is no possibility of a normative solution that mandates or permits cooperation, it is not difficult to understand why decision makers cooperate in many experimental and everyday social dilemmas. We have reviewed the most important and interesting explanations. Simpson’s paradox (Chater, Vlaev, & Grinberg, 2008), which is discussed in the target article, and metagame theory (N. Howard, 1971, 1974, 1987), which is not, are also interesting, but they are formal explanations, and space constraints prevent us from covering them here. Theories of morality, discussed at length in the target article, are more relevant to discussions of how we ought to act than to explanations of how we actually do act. We pass over the theory of random error without comment. Last, Krueger et al. (this issue) make much of Rapoport’s (1967) cooperation index $K = (R - P)(T - S)$ as a criterion for evaluating theories of cooperation. They claim that a good theory ought to be able to explain the higher levels of cooperation that are observed in Prisoner’s Dilemma games that are “nice” (ones in which $K$ is large) than in those that are “nasty” (in which $K$ is small). In our opinion, it is obvious why $K$ correlates strongly with cooperation. First, if we fix the denominator $T - S$, then a large numerator $R - P$ implies that the individual reward for joint cooperation is large relative to the individual punishment for joint defection, and this means that payoff-maximizing players will be relatively strongly attracted to cooperation, and that the value of $K$ will also be relatively large. Second, if we fix $R - P$, then a large $T - S$ denominator implies that the temptation to defect is great, relative to the risk of the sucker’s payoff from cooperating, therefore payoff-maximizing players will be relatively less inclined to cooperate, and the value of $K$ will be correspondingly small, because the denominator is large. The correlation of $K$ with cooperation therefore seems to follow directly from common sense, without the need for any special theory.
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